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Abstract—In an ad hoc cognitive radio network, secondary performance limit of ad hoc cognitive radio (CR) networks,
users access channels temporarily unused by primary users and and is the main topic of this paper.
the existence of a communication link between two secondary
users depends on the transmitting and receiving activities of
nearby primary users. Using theories and techniques from con- A. Main Results

tinuum percolation and ergodicity, we analytically characterize id . distributed d K
the connectivity of the secondary network defined in terms of V& consider a Poisson distributed secondary network over-

the almost sure finiteness of the multihop delay, and show the laid with a Poisson distributed primary network in an infinite
occurrence of a phase transition phenomenon while studying two-dimensional Euclidean spdcaVe define connectivity via
the impact of the temporal dynamics of the primary traffic  the finiteness of the minimum multihop delay (MMD) between

;’” the connectivity of the secondary network. Specifically, as v, randomly chosen secondary users, referred to as finite-
ong as the primary traffic has some temporal dynamics caused

by either mobility and/or changes in traffic load and pattern, delay connectivity (fd-connectivity). Specifically, the network
the connectivity of the secondary network depends solely on its iS fd-disconnected if the MMD between two randomly chosen
own density and is independent of the primary traffic; otherwise secondary users is infinite almost surely (a.s.), and is fd-
the connectivity of the secondary network requires putting a connected if the MMD is finite with a positive probability

density-dependent cap on the primary traffic load. We show that . . .
the scaling behavior of the multihop delay depends critically (Wpp.). Notice that the MMD considered here is not the

on whether or not the secondary network is instantaneously multihop delay for a specific routing protocol. Instead, it is the
connected. In particular, we establish the scaling law of the minimum multihop delay that can be achievedayy routing
minimum multihop delay with respect to the source-destination protocol. The MMD thus specifies a fundamental performance
distance when the propagation delay is negligible. limit and provides a benchmark for comparison.

Index Terms—Ad hoc cognitive radio network, connectivity, We consider temporal dynamics in the primary traffic which
traffic dynamics, multihop delay, continuum percolation, ergod- could be caused by mobility and/or changes in the traffic
icity. load and pattern. We assume that the secondary network is

static. Under the Poisson model, the two key parameters that
|. INTRODUCTION characterize the topological structure of the secondary network

In spectrum overlay networks, primary and secondary uséiad the p(;m;}ary traffic load are Fhe dens}t‘xffoLth%secp_ndar)f/
share a common spectrum in a hierarchical manner to achidpé™ an the squen@QPT(t) t >0} 0 ,t e densities o
spectrum efficiency and interoperability [1]. By sensing an@e primary transmitters. The fd-connecuwty .Of the segongry
learning the communication environment via their cognit gtworlf can thus be characterized by a partition of the infinite-
radios [2], secondary users identify and exploit instantaneo gwensuonal spac@\s, {Apr(t) : ¢ = 0}).

and local spectrum opportunities while avoiding unacceptablgthough the above partition appears to be intractable, we
interference to primary users [1] show that as long as the primary traffic has some temporal

We analytically characterize the connectivity and multihofy"aM!Cs (no matter how small the range of the dynamics
delay of the secondary network. The existence of a com g the fd-_connect|V|ty Qf the secqnd_ary network depends
nication link between two secondary users depends on RSJG'Y_O” Its own den5|ty)_\5 and is m_depender_lt of the
only their separation but also the occurrence of the spectrdffnSities{Apr(t)} of the primary transmitters, as illustrated
opportunity determined by the transmitting and receivin! F!g._l(a). In other words, no matter how heavy the primary
activities of nearby primary users. It is this interaction with th afﬁc_ is, the secondary ne_tyvork IS fq-connected, as long as its
primary network that makes the problem fundamentally diffensity As exc_:eeds the critical densmyc_ of a homogeneous
ferent from, and the analysis considerably more complex thgﬁtwork {.€.,in the absen_ce of the primary _n_etwork). Note
their counterparts in homogeneous networks. A qualitative aftpt WhenAs > A, there is a.s. a unique infinite connected
guantitative characterization of the impact of primary traffic olpomponent (ICC) [3, Chapter 3] in the secondary network

the secondary network is thus critical for understanding tfh@"mMed by topological links (a topological link exists between
two users that are within communication range). We show that
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Fig. 1. FD-Connectivity of ad hoc CR networks when the primary traffic has temporal dynamics (a) and no temporal dynamics (b). The critical density
A% of the secondary users is defined as the infimum density of the secondary users that ensures instantaneous connectiiysitivdeieasity of the

primary transmitters, and is equal to the critical densityof a homogeneous network; the upper boundefy;.(\s) is defined as the supremum density of

the primary transmitters that ensures instantaneous connectivity Vitecidensity A s of the secondary users.

in between to wait for spectrum opportunities, and motade, we show that if the secondary network is instantaneously
importantly, the waiting time is finite a.s. due to the temporabnnected wpp., the MMD is asymptotically independent of
dynamics of the primary traffic. Since the percentage of thiee source-destination distance; otherwise the MMD scales at
secondary users in this ICC is strictly positive, it follows thaeast linearly with the source-destination distance. We also
the MMD between two randomly chosen secondary userssitdy the case of nonnegligible propagation delay. Simulations
finite wpp.,i.e., the secondary network is fd-connected. show that the MMD-to-distance ratio for a secondary network
On the other hand, when the primary network is static, what is instantaneously connected wpp. can be orders of
show that the secondary network is fd-connected if and ontyagnitude smaller than that for a secondary network that is
if (iff.) it is instantaneouslgonnected, as shown in Fig. 1(b)not instantaneously connected a.s.
The secondary network is instantaneously connected if it has e&These analytical results also provide important insights
unique ICC formed by communication links a.s. The existenesd design guidelines for practical systems. Since almost all
of a communication link requires the existence of a topologicptimary networks have temporally dynamic traffic, it follows
link and the presence of a spectrum opportunity determiné@m the result on fd-connectivity that the accessibility be-
by the transmitting and receiving activities of nearby primanyveen two secondary users is independent of the presence of
users. Due to this requirement, the instantaneous connectitftg primary network, although it may incur a larger multihop
puts a cap on the tolerable primary traffic which is adelay. From the result on multihop delay, we can see that
increasing function of the densitys of the secondary usersif the primary network has heavy traffic, then the secondary
(see Fig. 1(b)). Moreover, given a static primary networketwork can only be used for delay-tolerant applications;
the set of communication links in the secondary network onversely, if a secondary network is deployed for delay-
fixed over time. It implies that if a topological link does nokensitive applications, then it should be operated within the
see an opportunity at the beginning, then it will never sémstantaneous connectivity regidh s for a positive portion
it. Thus, messages from one secondary user can only reaéhime®, which imposes restrictions on the traffic load of the
another secondary user within the same connected comporgithary network or on the density of the secondary network.
formed by communication links. If the secondary network is
instantaneouslyconnected, then wpp. two randomly chosen
secondary users belong to this ICC formed by communicatih Related Work
links?, and the MMD between them is finite; otherwise they There have been only a few results on the connectivity
belong to two different finite connected components a.s., aotlad hoc CR networks. The Laplacian matrix is used to
they are inaccessible from each othear, the MMD is infinite. approximately characterize the graph connectivity in [5]; but
Although the primary traffic does not affect the fdthis does not characterize the multihop delay, and it does not
connectivity of the secondary network when it has temportke into account the impact of the receiving activities of the
dynamics, it does affect the behavior of the MMD. Indeed, werimary network on the secondary network.
show that the scaling behavior of the MDD with respect to the Different types of connectivity of homogeneous networks
source-destination distance is starkly different depending ¢re.,secondary network only) have been well studied in [6—14]
whether the secondary network is instantaneously connected references therein. The theory of continuum percolation
wpp. or not. Notice that the multihop delay in the secondahas been used by Dousstal. in analyzing the connectivity
network consists of two components: the propagation delapder the worst case mutual interference [10, 11]. In [12, 13],
and the waiting time at each hop for the occurrence ofthe connectivity and the multihop delay in a homogeneous

spectrum opportunity. When the propagation delay is negligi-
3Since{\pr(t)} is ergodic, it follows from Fact Al (in Appendix A) that
2|t is shown in [4] that there exists either zero or one ICC formed bthe instantaneous connectivity of the secondary network wpp. is equivalent to
communication links in the secondary network a.s. that of the secondary network for a positive portion of time.



network with static or dynamic on-off links are investigated\pr(t)} is assumed to be stationary and ergodic. The two

from a percolation-based perspective. A dynamic connectivitylated random process¢g(t) € [0,1]} and {p(¢t) > 0} are

graph for ALOHA networks is introduced in [14] to establisrassumed to be stationary and ergodic; they may be correlated

the scaling law of the delay with respect to the sourcevith {\pp(¢)}.

destination distance. The primary receivers are randomly (may not be uniformly)
In [15], we have studied the connectivity and multihofocated within the transmission rarfgek, of their corre-

delay of ad hoc CR networks under the assumption that thgonding transmitters at each and their relative positions

realizations of the primary network are i.i.d. across slots, bwith respect to their corresponding transmitters can be either

we had not obtained the necessary and sufficient conditifixed or a stationary and ergodic random process over time.

for the independence of the fd-connectivity of the secondaBased on the displacement theorem [18, Chapter 5], it can

network from the primary traffic. In this paper, not only ide shown that at each the primary receivers form another

this i.i.d. assumption replaced by a more realistic assumptitwmo-dimensional Poisson point procelds (t) with density

under which the realizations of the primary network can bepr (), which is correlated witdIpp(t).

temporally correlated, but also the necessary and sufficienSecondary users are distributed according to a two-

condition is provided. As detailed in Sec. lI-D and Sec. IVdimensional Poisson point procdds with density\g, which

the relaxation of this i.i.d. assumption significantly complicates independent offIIpr(t)} and {IIpr(t)}. The locations

the analysis, especially the one for fd-connectivity. of the secondary users are static over time, and they have

a uniform transmission rangs,.

II. NETWORK MODEL

. . L [1l. CONNECTIVITY
We consider a Poisson distributed secondary network over-

laid with a Poisson distributed primary network in an infinite In this section, we analytically characterize the connectivity
two dimensional Euclidean space. The primary network adosthe secondary network. In particular, we show the occur-
a synchronized slotted structure with slot length ThusTs €Nce of a phase transition phenomenon in terms of the impact
can be considered to be the time constant of the spectr@mthe temporal dynamics of the primary traffic on the fd-
opportunities which are determined by the transmitting arg@nnectivity of the secondary network.

receiving activities of the primary users. Without loss of

generality, we sef’s = 1. A. Topological Link vs. Communication Link

At ¢t = 0, primary transmitters are distributed according A topological linkexists between any two secondary users
to a two-dimensional Poisson point procel$r(0) with that are within each other’s transmission range. Thus, topolog-
density A\pr(0). At eacht > 0, each primary transmitter hasjca| Jinks in the secondary network are independent of the pri-
a probabilityq(t) of not transmitting at + 1, due to lack of mary network. In contrast, as discussed in the next paragraph,
packets or perceived channel conditions. The primary transmf{e existence of @ommunication lintbetween two secondary
ters Wh|Ch Continue transmitting W|” move to a new mtiorﬂlsers depends not On'y on the distance between them but
att + 1 according to a random displacement vecto(t) also on the availability of the communication chanmnel, the
with a finite variance in each direction. The movements apgesence of a spectrum opportunity. As a result, even in a static
Li.d. for different primary transmitters, and for each primargecondary network, communication links are time-varying due
transmitter,m(t) is i.i.d. across slofs Based on the thinning to the temporal dynamics of spectrum opportunities.
theorem and [17][Proposition 1.3], the primary transmitters
which continue transmitting will form a two-dimensional
Poisson point process with densityr(¢)[1 — ¢(t)] att + 1.

Let IIpp(t) (¢ > 0) denote the point process of the
primary transmitters at. At ¢ + 1, some primary nodes,
that were silent in slot, may start transmitting. They are
distributed, independent oflpr(t), according to a two- ~< Ry
dimensional Poisson point process with density)\pr (1),
where the multiplicative factop(t) > 0 may exceed unify
It follows by induction that the point process of transmitters
IIpr(t + 1) containing the old primary transmitters @&nd
the new primary transmitters at+ 1 is Poisson with density
)\PT(t 4 1) — /\PT(t)[l _ q(t) 4 p(t)]. The random process Fig. 2. Definition of spectrum opportunity.

.~ m Primary Tx
Primary Rx

“This assumption of “i.i.d. across slots” is made so that we can use thewe consider the disk signal propagation and interference
classical central limit theorem (see Appendix B). Since the central limihodel as illustrated in Fig. 2. There exists an opportunity from

theorem can be extended to the two cases of identical but weakly dependen . . .
distributions and martingales [16, Sec. 7.7], this assumption can be relaxdd. Ehe Secondary transmitter, tothe Secondary receiver, if the

5We introducep(t) for convenience. One can consider this as a birth-deafif@nsmission fromu does not interfere witiprimary receivers
process; nodes die when they have no more packets to send, and are (re-)born
when they do. We could also consider this from a duty-cycling perspective:®Here we assume that all the primary transmitters use the same power and
nodes sleep and wake up. the transmitted signals undergo isotropic path loss.



in the solid circle, and the reception atis not affected by It is shown in [4] that\} equals the critical density. of a
primary transmittersn the dashed circle [19]. Referred to ashiomogeneousetwork. A detailed analytical characterization
the interference range of secondary users, the radias the of C;yg is given in [4]. Letd(\g, Apr(t)) denote the prob-
solid circle centered at depends on the transmission power adbility that an arbitrary secondary user belongs to the ICC in
u and the interference tolerance of primary receivers, whergag(\s, A\pr(t),t), if one exists, then we have that
the radiusR; of the dashed circle (the interference range of _
primary users) depends on the transmission power of primaryg(\g, Apr(t)) { >0, if (As, Apr(t)) € Crns: (3)
users and the interference tolerance of the secondaryvuser =0, otherwise

It follows from the above discussion that spectrum op- The fd-connectivity of the secondary network is defined
portunities areasymmetric Specifically, a channel that is anpy the finiteness of the MMD between two randomly chosen
opportunity whery: is the transmitter and the receiver may secondary users. To ensure finiteness of the multihop delay
not be an opportunity whew is the transmitter ang. the between two secondary users, it is necessary to have a path
receiver. Since unidirectional links are difficult to utilize, esformed by topological links between them, otherwise they are
pecially for applications with guaranteed delivery that requirgot accessible from each other. Consider an undirected random
acknowledgements, we only consider bidirectional links in tf‘gﬁaphgs(/\s) consisting of all the secondary users and their
secondary network when we define connectivity. topological links. Notice thatis(\s) depends only on the

Poisson point procesHg of the secondary network. Define

B. Instantaneous Connectivity vs. Topological Connectivitythe topological connectivity of the secondary network as the

In each slott, we can obtain an undirected random grapﬂ's' existence of a unique ICC (\s). It follows that fd-

Gu(As, Apr(t),£) consisting of all the secondary users anaonnectivity implies topological connectivityge., topological

. S : ; connectivity is usually weaker than fd-connectivity. On the
their communication links, which represents the mstantanem{% L . -
- ) . . _other hand, it is easy to show that instantaneous connectivity
connectivity of the secondary network in this slot. As |IIusi—S usually stronaer than fd-connectivit
trated in Fig. 3, this graplyiy (As, Apr(t),t) is determined y g Y-
by the three Poisson point processes in gldflg, IIpp(¢),

andIlpy(t), wherellpr(t) andIlpg(t) are correlated. C. Connectivity with Static Primary Network

Consider a static primary network.e., the sets of the
primary transmitters and receivers do not change over time,
and their positions are also fixed. Then, as shown below,
the necessary and sufficient condition for the connectivity
of the secondary network is its instantaneous connectivity
(see Fig. 1(b) for an illustration).e., the connectivity of
gH(As, )\pT(t), t).

Proposition 1:_Gi)ven a static primary network.e., p(t) =
q(t) = 0 andm(t) = 0Vt a necessary and sufficient
condition for the connectivity of the secondary network is
given by (As, A\pr) € Cins (defined by (1)),.e., the MMD
is finite wpp. iff. the network is instantaneously connected.

Proof: If (As,Apr) € Cins, then there exists a unique
Fig. 3. Arealization of the random graghy (As, Apr(¢), t) which consists ICC forme(,j by_ communication links a.s in the secondary
of all the secondary users and their communication links ints{denoted by N€twork. It implies that two randomly chosen secondary users
solid lines). The solid circles denote the interference regions of the primanelong to this ICC wpp. Since the set of communication links

transmitters within which secondary users cannot successfully receive, andd%aanot chanae. it follows that the MMD between them is finite
dashed circles denote the required protection regions for the primary receivers ge,

within which secondary users should refrain from transmitting. wpp., i.e., the secondary network is connected.
If (As,Apr) ¢ Cins, then only finite connected compo-
We define the instantaneous connectivity of the secondaignts formed by communication links exist a.s. Thus, two
network in slot¢ as the a.s. existence of a unique ICGanqomly chosen secondary users belong to two different

in G (As, Apr(t),t). Given the transmission power and th :
interference tolerance of both the primary and the second&f'nected components a.s., and the MMD between them is

users {.e., R,, Ry, r,, andr; are fixed), the instantaneousn inite a.s. u
connectivity regionC;y g for slot¢ is defined as

Cing é{()\& Apr(t)) : Gu(As, Apr(t),t) is connected. (1) D. Connectivity with Dynamic Primary Network

Let_r)(t) denote the magnitude of the displacement vec-
tor m(t). Consider a dynamic primary network, where the
Apr(As) 2 sup{Apr(t) : G(As, Apr(t),t) is connected.  (2) dynamics can be caused by mobiliti (2 (¢)] > 0) and/or
changes in traffic load and patterit[¢(¢)] > 0 implying
that E[p(t)] > 0). As illustrated in Fig. 1(a), we show in the
N5 2 inf{\s : INpr(t) > 0 s.t. G (As, Apr(t), ¢) is connectedl.  following proposition that a necessary and sufficient condition

& Primary Tx
U Primary Rx
® Secondary User

The upper boundarys-(As) of C;ns is defined as

The critical density of the secondary usekg, is defined as



for the connectivity of the secondary network is its topologicathere R, = max {rl + R, + %’, Ry + %P} Let t,,, be the
connectivity,i.e., the connectivity ofGs(\g). waiting time for the first occurrence of the evefiti.e.,
Proposition 2: Consider a dynamic primary networke., o . _
e tsw = argmin {Ip(¢) =1},
E[g(t)] > 0 or E[r*(t)] > 0. A necessary and sufficient te{()g71727___}{ rH) =1
condition for the connectivity of the secondary network ialhere]l
As > A, where ). is the critical density of homogeneousSinceFF

networks.

(t) is the indicator of the everft' during thetth slot.
C E, we havety, < ts,. Thus, we can show the a.s.
) ] ) o ) finiteness oft,,, by proving the a.s. finiteness of,,.

Remark. Since the _m.ult|hop delay is a f|n|'Fe ;um_of single- consider the stationary random procdgpr(t) : t > 0}
hop delgys, the a.s. finiteness of the M.MD is implied by thafhere pr(t) is the Poisson point process formed by the
of the single-hop delay. Under the primary network mode}imary transmitters in slot Based on a trivial generalization
where its realizations are correlated across slots, the singl¢-ihe Kolmogorov extension theorem, we can construct a
hop delay is, however,_difficult to analyz_e. In the proof, Wgouple-sided stationary random proceSipr(t): ¢ € Z}
use theories and techniques from ergodic theory t0 OVercofpfich has the same finite dimensional distributions as
this difficulty. Specifically, we establish the ergodicity of Upr(t): t >0} Let (Qpr, Fpr, Ppr) be the probability
measure-preserving (m.p.) dynamical system which consistsghce of {1, (t): t € Z). Let 7, (t € Z) denote the
the probability space associated with the primary transmittggs, iz ation of Ipr(t). V w = {..
and an m.p. shift transformation in the time domain. A brigfefine a shift transformatiofi as
introduction to ergodic theory can be found in Appendix A.

Proof: If A\g < )., then there does not exist an infinite (Tw)e = m41, VI EZ, (4)

topologically connected component @iy (As) a.s. It follows where (Tw), denotes thet-th realization of Tw. Since

that two randomly chosen secondary users belong to D, (¢t): t € Z} is time-stationary, it follows that

different topologically connected components a.s., and t@p;, Fpr, Por, T) constitute an m.p. dynamical system.

MMD between them is infinite a.s. If (Qpr,Fpr, Ppr,T) is ergodic, which will be shown in
If As > A, then there exists a unique infinite topologically emma 2, it follows from Fact Al that a.s.

connected componeidy in Gs(\g) a.s. It follows that two = =

randomly chosen secondary usgrandv belong toCr wpp.  lim — Z Ip(k) = lim — Z T*1(0) = E[Iz(0)]

In other words, we can find a topological pathwith finite "~ " 5

5 TT—1,T0, 71, } € QPT’

hops fromy to v wpp. Since the MMDt(u, v) is bounded o0 )
above by the multihop delay”(u,v) along the pathL, it = /O exp (=Aprm Ry ) dF (Apr) > 0,

sm_Jffices to show the a.s. finiten.ess ©f(p, v), which is a where F(Apr) is the CDF 0fApy (0). Thus,fuy < 0o a.5. M
direct consequence of the following Iemma. Now we only need to prove the following lemma to com-
Lemma 1:Let ¢s(wr,w2) denote the single-hop delay from lete the proof of Lemma 1.

wy to wy, wherew; andwsy are connected via a topological Lemma 2:Let (Qpr, Fpr, Ppr) be the probability space

link. 1t E[q(#)] >0 or E[r*(¢)] > 0, thent, (w1, wz) <00 &S. ot (1,.(): tcZ} and T the shift transformation de-
Proof of Lemma 1: Assume that the propagation delayined by (4). If E[g(t)] > 0 or E[r2(t)] > 0, then

7 < Ts = 1 so that the spectrum oppor_turylty lasts long enouqh pr. Fpr, Per, T) is ergodic.

to ensure the success of the transmission. Also assume that gketch  Proof of Lemma 2: We show that

w) intends to transmit the messagetat 0. Thus,ts(wi, w2)  (Qpy, Fpp, Ppp, T) is  mixing, which implies its

is the waiting timet,, (w1, w») for the presence of the first ergodicity [20, Proposition 2.5.1]. This is done by proving

bidirectional opportunity plus the propagation delayi.e.,  the asymptotic independence of one event from another
) transformed event. For details, please see Appendix Bl
ts(wi,we) =tsw +7 = t;rogllgm}{ﬂE(t) =1} +, Remark. If E[g(t)] = E[p(t)] = 0 and E[r*(t)] = 0,

i.e., the primary network is static, it can be easily shown

wherelz () is the indicator of the event that a bidirectionathat the m.p. dynamical systet§2pr, Fpr, Ppr,T) is not

opportunity exists in théth slot. ergodic. Consider the following counterexample: |t €
Next we show the a.s. finiteness @f,. Let [(w, d,rx/tx) L' (Qpr,Fpr, Ppr) be the indicator function of the event

denote the event that there exist primary receivers/transmitt}at there does not exist any primary transmitter within the

within distanced of the secondary usev, andI(w, d, rx/tx) Unit squareB; centered at the origin at= 0, then for any

the complement of(w, d, rx/tx). The occurrence of the bidi- & € pr, the time averagg of f is given by

rectional opportunity® is given by

n—1 . . .
o1 k \ _ J 1, ifnoprimary tx in B, att = 0;
f= i = kz_of (T%) = { 0, otherwise

But the ensemble averad® /] of f is given by

Eéﬂ(wl,rl, rx) ﬂ]l(’wl,R],tX) n H(wg,T], rx) N H(wg,RI,tX).

Let O be the midpoint of the segment connectimg and
ws. Define the evenf” as E[f] = (w)dPpr = exp(—Apr).

Qpr

A
F=1(0, Ry, tx), "The temporal stationarity offIp7 ()} is shown by [17, Proposition 1.3].



Based on Fact Al, we have that the m.p. dynamical systef22 if P{Apr(t) < Npp} = 0 for someNp, > Apr(As),
the static case is not ergodic. |

Elt
Combining Proposition 1 and 2, we obtain a necessary and lim inf M > 0.
sufficient condition for the independence of the fd-connectivity d) =0 d(p, V)
of the secondary network with the primary network. Pr{Apr(t) < XNop(As)} > 0 implies P{(As, Apr(t)) €

Theorem 1:Let )\, be the critical density of homogeneou€;ns} > 0, and P{Apr(t) < Npp} = 0 for someXp, >
networks. Them\s > ). is a necessary and sufficient con\p(As) implies P{(As, Apr(t)) € Crns} = 0, but not vice
dition for the fd-connectivity of the secondary network iffversa. We state the two conditions in the above way, because
E[q(t)] > 0 or E[r?(t)] > 0. we have not been able to establish whether the boundary point

This theorem implies the occurrence of a phase transitiOhs, A\pp(As)) € Cins.
phenomenon in the necessary and sufficient condition for the Proof Sketch: For T2.1, we use the ICC in
fd-connectivity. Specifically, if the primary network is staticGr (As, Apr(to),to) during some slot, to construct a path
the connectivity of the secondary network is equivalent to ifsom  to v such that the multihop delay along this path
instantaneous connectivity which depends on both its topoloigy independent of the distanaé;:, ) (see Fig. 4 for an
and the primary traffic; if the primary network is dynamicjllustration). Lett, be the first slot such that belongs to the
the connectivity of the secondary network is equivalent to it€C C(to) of Gu (s, Apr(to), o), andw, the user inC(t)
topological connectivity which depends solely on its topologyhich is closest tas. Since the propagation delay= 0, the
and is independent of the primary traffic. multihop delay fromu to w, is zero. It follows that

t(p,v) = to + t(w,,v).
IV. MULTIHOP DELAY ) ) .
Then it suffices to show that andt¢(w,,v) are independent

In this section, we analytically characterize the scalingf d(u,v), which we prove by using continuum percolation
behavior of the MMD with respect to the source-destinatioafeory and ergodic theory. For details, please see Appendix C.
distance when the primary traffic is dynamic. L&Ggs(As))
be the ICC inGs(As) when As > A. i.e., the secondary T T
network is fd-connected. We seek to establish the scaling law

of the MMD between two arbitrary users @(Gs(A\s)) with C(to) Le

respect to the distance between them. As shown below, the / \L w, |

scaling behavior of the MMD is determined by whether the ' M

secondary network is instantaneously connected wpp. or not: - v
i } d(:uv v) P - }

A. Negligible Propagation Delay L

When the propagation delay = 0, once a user has re- _ .
ceived the message, it can spread the message instantane.%| ) ;“Tf](tll)lilsgag?; So}f Teof%]f;:l;citsihgafg% f(:?g\( ;S t(;\ ;T\{\zlt:?)n
throughout the connected component, formed by communiGgich first contains:, andw, is the user inC(to) which is closest tas.
tion links, which contains it. Thus, if the secondary network
is instantaneously connected during some time slot, the source2.2 is proven by using a coupling argument [3, Chapter
can route its message via the ICC such that the message gpand then deriving a lower bound 03%&) by considering

. . Ly, I,V L
move a large number of hops towards the destination withiRe fact that the message fromcan traverse only a finite
this slot, leading to the multi-hop delay being asymptoticalljistance towards during each slot. For details, please see
independent of the source-destination distance. On the otpgpendix D. m
hand, if the secondary network is always not instantaneouslyrrom the above, we see that the existence of the giant
connected, the message can move forward only a limitggnnected component can significantly reduce the multihop
number of hops within each slot, which results in the linegfelay, especially when the destination is far away from the
scaling of the MMD. We state this formally next. source.

Theorem 2:Assume thatr = 0, and E[¢(¢)] > 0 or
E[r?(t)] > 0. For any two secondary useisv € C(Gs(\s)), .- .
the ICC ofGs(As), let t(u, v) denote the MMD fromy to v B. Nonnegligible Prop.agatlon Delay _ .
andd(u,v) the distance betweem andv; then When the propagation delay > 0, it takes at least time

. N N .. 7 for the message to traverse a distamge which imposes
21 gegr:i?iﬁ?\(éé) < Apr(As)} > 0 where Apr(ds) is a lower boundr/r, on the ratio of the MMD to the source-

destination distance. This implies that the MMD scales at least
linearly with the source-destination distance.

The positive propagation delay also imposes an upper
) ) ) ) ) bound Ts/r on the maximum number of hops that the
whereg(d) is any monotonically increasing function ofessage can traverse in a st If the secondary network is
d with dhj{}og(d) =9, instantaneously connected in this slot, this upper bound can be

t(p,v)

im ———*— =0 a.s,
d(p.v)—oe g(d(p,v))
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(c) instantaneously connected {7 = 5km~—2, 7 = 0.015s) (d) not instantaneously connectelHr = 30km~—2, 7 = 0.01s)

Fig. 5. MMD-to-distance ratio (in logarithmic scale) vs. source-destination distance for random walk model. Notice that the MMD-to-distance ratio is
obtained in one Monte Carlo run. The secondary users are distributed within a $e&are, 5km] x [—5km, 5km] with densityA\s = 700km~—2. Given the
transmission range, = 50m of the secondary useris is larger than the critical density.(50) = 576km~2. Other simulation parameters arg: = 80m,

Rp =50m, Ry = 80m, Ts = 1s, pj* = 0.05, rmm = 5m, rpr = 30m.

actually attained in the ICC consisting of communication linkshan the critical density\.. Thus, the secondary network is
Otherwise, this upper bound may not be attained due to teigher instantaneously connected or only connected but not
limited diameter of the finite connected components formed lnystantaneously connected, depending on the dengity of
communication links, especially when the propagation deldlye primary transmitters. The area of the network is chosen
7 is small. In other words, there may not exist a connectéd be large enough such that the asymptotic behavior can be
component which has a path wiify /7 hops. Thus, it can be observed. Without loss of generality, we assume that the source
expected that the MMD-to-distance ratio for a network that is located at the origin. Each node in the network is a potential
instantaneously connected wpp. is much smaller than that @@stination. This allows us to simulate different realizations of
one that is not instantaneously connected a.s. (see Fig. 5-(ctha#) source-destination pair using one Monte Carlo run.

d Fig. 6-(c, d) in Sec. V f illustration). . . .
and Fig. 6-(c, d) in Sec or an illustration) We consider two mobility models for the primary trans-

mitters: the random walk model and the random waypoint

V. SIMULATION RESULTS model [21], where the former model has i.i.d. increments

We present two sets of simulation results. One set is boit the latter one does not. For the random walk model,

show the impact of connectivity on the scaling law of MMDeach primary transmitter has a probabiligff* of staying

with respect to the source-destination distance (see Fig. 5 atdthe current position in the next slot; otherwise it will

Fig. 6), and the other set is to show the impact of the temporabve to a new position according to a displacement vector
dynamics of the primary traffic on the MMD (see Fig. 7)whose magnitude is uniformly distributed within an interval
The density\s of the simulated secondary network is largelr,,, 7] and whose angle is uniformly distributed within



MhD-to-Distance Ratio (sfm)
MD-to-Distance Ratio (sim)

-4
a 1 2 3 4 5 & T 0 1 2 4 4 & & T

Source-Destination Distance (km) Source-Destination Distance (km)
(a) instantaneously connectedgy = 5km~2, 7 = 0) (b) not instantaneously connecteli; = 30km~2, 7 = 0)
(c) instantaneously connected {7 = 5km~—2, 7 = 0.015s) (d) not instantaneously connecteHr = 30km~—2, 7 = 0.01s)

Fig. 6. MMD-to-distance ratio (in logarithmic scale) vs. source-destination distance for random waypoint model. Notice that the MMD-to-distance ratio is
obtained in one Monte Carlo run. The secondary users are distributed within a $e&ére, 5km] x [—5km, 5km] with densityAs = 700km~—2. Given the
transmission range, = 50m of the secondary useris is larger than the critical density.(50) = 576km~2. Other simulation parameters arg: = 80m,

Ry, =50m, Ry =80m, Tg = 1s, py""? = 0.05, vm = 5m/s, Vjy = 30m/s.

[0,27). When it reaches the simulation boundary, it bouncés destination. During flooding, every user that has received
off the simulation border with an angle determined by thihe message (including the source) will transmit the message
incoming direction. to its neighborsi(e., within its transmission range) when it
For the random waypoint model, each primary transmitt€xperiences a bidirectional spectrum opportunity with any of
chooses a random destination (not the destination for its trafis-neighbors. The transmission attempts will not stop until all
mission) uniformly distributed in the simulation area, whiclits neighbors receive the message. The time that a user first
determines its displacement direction; and then it choos@seives the message during the flooding is the MMD from the
a random speed uniformly distributed within an intervagource to this user. To highlight the impact of the waiting time
[vm,var] to move towards the destination; upon reaching tHer spectrum opportunities which is unique to CR networks, we
destination, it may stay for a random number of slots which @& not consider the delay caused by scheduling, contention, or
geometrically distributed with parameter p;“”. The primary queuing. It can be shown that this flooding scheme gives us the
receivers are uniformly distributed within transmission randdMD. We stress that flooding is used solely to determine the
R, of their corresponding transmitters in each slot. MMD and verify our scaling laws; flooding is not suggested
Since it is difficult to identify the path with the MMD which @s a routing protocol in the secondary network.
depends on the topology of the secondary network and theFig. 5-(a, b) and Fig. 6-(a, b) show the MMD-to-distance
transmitting and receiving activities in the primary networkatio as a function of the source-destination distance when the
in an intricate way, we obtain the MMD by considering gropagation delay = 0, where each dot represents a realiza-
flooding scheme that tries every possible path from sourtien of the destination. We see that if the secondary network
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Fig. 7. The fractional differencéE[MMD ;] — E[MMD2])/E[MMD | expressed as a percentage vs. source-destination distance. The average value is taken
over 1000 Monte Carlo runs. FOE[MMD 1], the densityAp7 () of the primary transmitters is fixed to b&m~—2. For EIMMD 3], Apr(t) is uniformly
distributed within[0km=2, 10km~2] in each slot, and it is i.i.d. across slots. Other simulation parameters are the same & Fig.

is instantaneously connected (Fig. 5-(a) and Fig. 6-(a)), tieeexpressed as a percentage in Fig. 7, where the secondary
ratio decreases rapidly with distance and can be expectech&work is always instantaneously connected. The fact that
go to zero. On the other hand, if the secondary network is rtbe fractional difference is always positive implies that the
instantaneously connected (Fig. 5-(b) and Fig. 6-(b)), the rati@roduction of another type of temporal dynamics reduces
levels off as the distance increases and will approach a positilie expected MMD. Moreover, when the propagation delay
constant. Note that in Fig. 5-(a) and Fig. 6-(a), the MMD-tor = 0 (see Fig. 7-(a)), the fractional difference is more or
distance ratios of different realizations of the destination aless constant; whem > 0 (see Fig. 7-(b)), it drops as the
grouped into several continuous curves, each associated gitlurce-destination distance increases. Since the percentage of
a fixed MMD. Since the message is mainly delivered via thbe secondary users in the ICC for casés larger than the

ICC consisting of communication links when the secondanne for casel during many slots, the waiting time of each
network is instantaneously connected, the secondary usersseondary user to become part of the ICC, which equals the
actually grouped according to the first time that they are in &MD when 7 = 0, is uniformly decreased (irrespective of
ICC. Fig. 5-(a) and Fig. 6-(a) tell us that due to the tempor#tie distance from the source). But when> 0, the reduction
dynamics of spectrum opportunities caused by the mobility of the expected MMD in case is limited by the positive

the primary network, every node will be part of an ICC withirpropagation delay-.

a few slots.
In Fig. 5-(c, d) and Fig. 6-(c, d), we compare the MMD-to-
distance ratio in a network that is instantaneously connected VI. CONCLUSION AND FUTURE WORK

and in a network that is not whenis nonzero but small. The

four red dashed lines in Fig. 5-(c, d) and Fig. 6-(c, d) denotewe say that the secondary or cognitive radio network is

the lower boundr/r, imposed by the propagation delay_connected if the minimum multihop delay between an arbitrary

Although the ratio for the network that is instantaneous urce-destination pair is finite wpp. We have analytically
garacterized this connectivity. The impact of the primary

connected does not go to zero due to the nonnegligit i ih ivity of th d work has b
propagation delay, it i$00 times smaller than the ratio for the raftic on fhe conneclivity ot the secondary network has been

network that is not. Notice that a small group of dots is locat amined b_y.establishi.ng anecessary and sufficient conditipn
at the bottom left corner of Fig. 5-(d). This is because they a ] conneptlvny. Specifically, depgndlng on whether the pri-
close to the source, and their corresponding secondary ué@?&rz traffic hzs temporal kdynamlcs olr not, the conntlactl_vlt)ll
happen to fall into the small connected component form@j the secondary network is equivalent to its topologica

by communication links containing the source in the first fe&on_nectlwty which is mde_p_enden_t of the primary trafﬁc_, or
siots. Its instantaneous connectivity which depends on the primary

dS?aﬁic. The temporal dynamics of the primary traffic can be

We also compare the expected MMD (denoted b ) . . )
E[MMD;]) under a mobile primary network that has fixe aused by either mobility or changes in traffic load and pattern,
traffic load with the one (denoted bE[MMD,]) under a and it is shown to significantly improve the connectivity of
mobile primary network that has time-varying traffic I8ad the secondary network in the sense that no matter how heavy

The fractional differencéE[MMD ;] — E[MMD]) /E[MMD ] the primary traffic is, the secondary network is connected as
long as its density exceeds the critical density of homogeneous

8For mobility, here we only consider the random walk model. networks.
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e
We have also studied the impact of connectivity on the,(¢) is the z-component of the displacement(t) in slot

multihop delay. When the propagation delay is negligible, dé- Consider two event$’} and F; which depend only on the
pending on whether the secondary network is instantaneoustints of I1p(0) within a box B,, centered at the origin
connected with a positive probability or not, the scaling of theith side lengthm. Let G,, denote the event that all the
minimum multihop delay behaves differently in terms of theoints of IT1p1(0) within B,, are outsideB,, in slot n, and
scaling order. This scaling result is independent of the randdi) the event that there are at makt points of II1p1(0)
positions of the source and the destination, and it only depend¢hin B,,. Let X (n) be thexz-component of the cumulative
on the network parameters (e.g., the density of the seconddigplacement associated with a point from: 0 to ¢ = n, i.e.,
users and the traffic load of the primary network). X(n) =3} ymg(t). Then

In the above analysis, we have assumed a disk signal prop-
agation model which only incorporates path-loss. If we take P}:{GanK}
into account fading and shadowing, then a fixed transmission k .
range does not hold, leading to a random connection modelZ Z (PHIX(n = 1)] > m})” Pr{spoints € B, = k|H}
(RCM) [3, Chapter 1]. Since the RCM shares several basic =0 K
properties (e.g., the ergodicity and the existence of the critical>  (PH{IX(n—1)[>m})".
density) with the Boolean model used in this paper, we expg¢ére we have used the i.i.d. property &f(¢) across points.
that the results established here can be extended to the RGMojlows from Lemma B1 in [22, Appendix B] that
although the derivations may become more complicated.

To highlight the impact of the waiting time for spectrum op- Jim Pr{|X (n —1)| > m} = 1.
portunities on the multihop delay of the secondary network,
have not considered delay caused by scheduling or contention
among secondary users which shares similar flavor to that in lim P{G,|Hk} =1. (B1)
conventional ad hoc networks. The results thus characterize e ) o
the minimum delay and the fundamental performance limit, !f Gn occurs for somes, then obviouslyF, is independent
It is our hope that this paper will serve as a starting poif 7" F2, i-8, P{Fy N T" |Gy N Hiy = PH{F|GL 0
to a more complete characterization of multihop delay th&fx }PH{T"F2|Gy N Hic}. Now since
includes all these different factors. PH{F, NT"Fy|Hg}

APPENDIXA: BASICS OFERGODIC THEORY = PHRNT"F |Gy N Hx }PH{Ga|Hr }

The study object of ergodic theory is the so-called measure- +PREY N T B[ G N Hy } PG Hc
preserving (m.p.) dynamical system (d.¢), ¥, u, T), we have that
which consists of a sé?, ac-algebrad of measurable subsets "
of €2, a nonnegative measuyeon (2, F), and an invertible PriF |Gy O Hi }PHT" B |G 0 Hic PG| Hic}

m.p. transformatio?” : Q — Q such thatu(T~'F) = u(F) < P NT"F;|Hg}

V FeJ. AsetF € Jis said to be T-invariant i —'F = F. < PH{R|G,NHg}P{T"F,|G, N Hx }PH{G,|Hx}
An m.p.d.s.(Q, F, u, T) is said to be ergodic if for any -

. . . ; . +Pr{Gn|HK}.

invariant set, either itself or its complement has measure zero.

We use the following fact frequently in the paper. Thus,

Fact Al: [20, Theorem 2.4.4] An m.p.d.$Q, F, u, T)

is ergodic, wherd(, F, ) is a probability space, iffyf ¢ Jim PriFy 0T By Hicy

LY(Q, F, u) (i.e., f is a random variable with finite mean), = lim P{F;|G, N Hx }P{T"F5|G, N Hx }PH{G,|Hk }
andw € 3 we have —  lim P{F,|Gn N Hy} lim PHT"Fy|Gy 0 Hyc}.
n—1 n— o0 n— 00
. 1
lim -~ S (Thw) = / fdu as. Eqn. (B1) and the temporal stationarity ffl p(¢)} yield
If T is a shift transformation in the time domain, the above nlin;OPr{F1|Gn NHk} = PR[Hk}

equation can be interpreted as the a.s. equality between the lim P{T"Fy|G, N Hxg} = lim PH{T"F;|Hk}
time average and the ensemble average. e T

An m.p.d.s.(Q, F, u, T) is said to bemixingif V E, F € = Prif|Hic}
F, p(T"ENF) — p(E)u(F) — 0 asn — oo. A mixing We thus have that
m.p.d.s is ergodic [20, Proposition 2.5.1]. Typically it is easier . n _
to establish ergodicity by showing that the m.p.d.s. is mixing. Jim PrE NI Fy|Hich = PrE [ Hic P Fa| Hic )

SinceKlim P{Hk} =1, asK — oo,

_APPENDIX B: PROOF OFLEMMA 2 lim PH{F, N T"F,} = Pr{F }P{F,}.
We consider two cases: n—oo

Case 1:E[q(t)] = E[p(t)] = 0 but E[r?(¢)] > 0. Without Since any two arbitrary event8, and I, can be approxi-
loss of generality, we assume thBt[m2(¢)] > 0 where mated by two sequences of evedts;"} and {F3"} which
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depend only on the realization dlp1(0) inside B,,, the (3). It follows from the arguments similar to those in showing

conclusion follows from Lemma C1 in [22, Appendix C]. thatt, < oo a.s. in the proof of Lemma 1, tha < co a.s.
Case 2:E[q(t)] > 0. Consider two events; and F» which Given C(to), we define useiw, as the user irC(t() that

depend only on the poirtof {Ilpr(t) : — T <t < T} s closestto, i.e.,

within a box B,, centered at the origin with side length.

Let GG,, denote the event that all the points which have visited

B,, during —T <t < T do not transmit in slot, — 7", and

Hy the event that there are at mdst such points. Fixing a

realization of{¢(¢)}, we have that

w, 2 argmin d(w;, v).
w; €C(to)
Notice that ifv € C(ty), thenw, = v.
As lillustrated in Fig. 4, the constructed path: passes
throughw,,, and the multihop delay“ (i, ) along the path

P{G,|Hk} L can be expressed as
K n—T—1 k c
. 3 ) =to + t(p, wy) + t(wy, =to + t(wy, V),

> > |- J] a- q(z‘))] Pr{#pointsc B,, = k|Hx} () = to + 8, w) + 8wy, v) = o+ Hw, v)

k=0 i=T wheret(w,,v) is the MMD from w, to v. In the last step,

n—T—1 K we have used(u,w,) = 0, which is due to the fact that,
> |1-— H (1—q(3)) w, € C(tp) andT = 0. Next we prove the following lemma.
- Lemma C1:t(w,,v) is finite a.s.

Since{q(t)} is ergodic, based on Fact A1, we have that Proof Sketch: We first show thati(w,, ) < co a.s. by

using the ergodicity of the network model, and then obtain
an upper bound on the multihop delaf(w,,v) along the
shortest patt L(w,,v) from w, to v. Sincet(w,,v) <
tL(w,,v), the a.s. finiteness dfw,,v) follows from that of
the upper bound ot (w,, ). The proof here is inspired by
the proof of Lemma 9 in [13], but with a much simpler proof
of d(w,,v) < oo. For details, see [15, Appendix B]. [ |

n—1

APPENDIXD: PROOF OFT2.2

Lett'(1s, v) be the MMD fromu to v whenApy (t) = Npypr
v t. Then based on a coupling argument [3, Chapter 2], we
haveE[t(u, v)] > E[t'(u, v)]. It suffices to show that

Thus,
lim P{G,|Hk} =1,

and the rest of the proof follows along the same line of the
one of Case 1.

APPENDIX C: PROOF OFT2.1

We use the ICC consisting of communication links in
Gu(As, A\pr(to),to) during some slot, to construct a path [1]
L¢ from p to v such that the multihop delay along this path
is independent of the distancéyu, ) (see Fig. 4). Then we
analyze the multihop delasf’ (11, v) along L.

Assume thaj: starts trying to send the message at time
0. Let C(t) be the ICC inGy (\s, Apr(t), t) if it exists?, and
to the first slot such that € C(ty). Let (2p, Fp, Pp) be the
probability space ofIlpr(t),IIpr(t) : t € Z}, and define a
shift transformatiori” similarly to (4). Given thaiE[q(¢)] > 0
or E[r2(t)] > 0, the ergodicity of the m.p. dynamical systems)
{Qp,Fp, Pp, T} follows along the same line of the proof
of Lemma 2. LetF; denote the event that € C(t). Since
Pr{Apr(t) < Apr(As)} > 0 implies thatd Mo < Xpp(As)
such that PfApr(t) < Mpp} > 0, we have that

PI’{FO} > PI’{)\pT(t) < )‘/PT}Q(/\Sv /PT) >0,

(2]

(3]
(4]

(6]

where 0(As, Npp) is the probability that an arbitrary sec- [
ondary users belongs to an ICC @y (As, Npp,t) given by

o Bt (s v)]
lim inf A

d(p,v)—00

which is shown in [15, Lemma 4].
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